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Presenter
Presentation Notes
Important to know as quickly as possible if there are problems
Important to know development to be able to predict possible problems
Helpful for post-mortem investigation if something has gone wrong
If so, may be able to use data to predict next failure
Using  Nagios as the SOH logging backend




• Until autumn 2018:
– Using different systems, no logging

• Autumn 2018:
– Started using an integrated system

• Spring 2019:
– Logging all SoH monitoring in a data base
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Old system, partly home made, partly using vendor supplied system. Had to look in different places. No logging
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For most of the operators, this is Nagios
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Or this...
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In addition, we are using various web pages for 
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The alarms are to be handeled by our officer on duty
Every alarm should cause an action by the OoD. This principle is quite helpful in defining the alarm levels and which parameters should give alarms
In some cases, the OoD may be able to handle the situation, in other cases, an issue is to be raised. I both cases, this makes sure that the problem is being taken care of and it can be acknowledged in Agios.
The alarm will be active in Nagios until the parameters that caused the alarm are back within bounds.
In some cases, e.g. alarms on a door that has been opened, the acknowledgment makes the alarm go away. In other cases, the alarm may sit there for a long time before the situation is fixed in case it is a problem with a low-priority station that it is time consuming to get to.



Mainly alarms
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mainly alarms, either the OoD can handle it or it needs to be escalated 

mainly logging: Mostly of interest for time trends

We do not have a 24/7 OoD
It is not possible to get to the sites in less than a couple of hours – or much more



Experiences so far

• Good to have all alarms and logging through one system

• Need to tweak alarm levels
• Need to write scripts

• Alarm policy makes it easier to decide on what and when
to alarm



Future development

• Signal quality parameters 

• Water ingress monitoring

• Battery capacity monitoring

• More use of data
– Automatic reporting
– Time trend analysis
– Predictive maintenance

need feedback from seimologists

may need extra hardware



Morten Sickel
morten@norsar.no
tel +47 95927284

http://norsar.no
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I would be glad to share our experiences and to learn from others how you are doing SoH monitoring
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