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Presentation Notes
Important to know as quickly as possible if there are problems
Important to know development to be able to predict possible problems
Helpful for post-mortem investigation if something has gone wrong
If so, may be able to use data to predict next failure
Using  Nagios as the SOH logging backend



o Until autumn 2018:
— Using different systems, no logging

o Autumn 2018:
— Started using an integrated system

e Spring 2019:
— Logging all SoH monitoring in a data base
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Presentation Notes
Old system, partly home made, partly using vendor supplied system. Had to look in different places. No logging


Nagios - Host and Service Status Details

Last update: 2020/09/23 12:37-49 M Hide acknowledged & Hide unknown B Hide warning & Hide unreachable & Hide new

3 hosts down - 0 hosts unreachable - 4 services critical - 10 services waming - 5 services unknown

Host

bead

Service

State

Down

Problem start
2020/09/23 10:05:03

Duration

02:32:46

Status information

Digitizer tatt ned, returners til Kjeller

MNagios - Hostgroup

summa

- Status summa

- Grafana - Processmap

- Dashboard

is37-lte Down |2020/09/18 11:27:36| 5d 01:10:13 v | LTE-modemet sendt til Kjeller for testing
ofsn6-digi Down |2020/06/22 21:18:18|92d 15:19:31 ~ | Skadet instrument, tatt ned

divk TTA hfat Critical |2020/08/08 02:04:29] 46d 10:33:20 | ARRIVAL = No data v |Har kontaktet Hagfors

divk TTA hfa2 Critical |2020/06/22 21:24:18|92d 15:13:31 | ARRIVAL = No data v+ | Problem med stremforsyning

kon08§ GPSSTATUS Critical |2020/09/06 03:28:50| 17d 09:08:59 | Satellites in use = 0 or more | ~ | Mistet intern kontakt med GPSmodul. Ma til reparasjon
nc405 SystemCurrent | Critical |2020/08/26 09:16:53 | 26d 03:20:56 | System current:3.84 A v | Feil med strammaling

cproci DELAY dps_noa |Warning | 2020/09/21 10:36:46| 2d 02:01:03 [dps_noa = 181970 sek ack

cproci DELAY dps_ksrs |Warning | 2020/09/21 03:50:55| 2d 086:46:54 |dps_ksrs = 205130 sek ack

cproc DELAY dps _mja |Warning | 2020/09/21 02:20:33| 2d 10:17:16 [dps_mja = 210550 sek ack

divk TTA hfb2 Warning | 2020/09/23 12:05:45 00:32:04 | ARRIVAL = 2530 sek ack | Klokkefeil

kon08 ITA Warning | 2020/06/29 05:00:30| 86d 07:37:19 | ARRIVAL = 982 sek v  |Felgefeil av GPSSTATUS

nb2-asa |SIGNAL Warning | 2020/09/23 11:18:02 01:19:47 | SIGNAL = -40.5 dBm ack

nb201 CTVDOOR Warning | 2020/09/22 18:12:02 18:25:47 | CTVDOOR = 1 ack

nc303 CTVDOOR Warning | 2020/09/22 18:13:00 18:24:49| CTVDOOR = 1 ack

nc405 CTVDOOR Warning | 2020/09/22 21:54:15 14:43:34 | CTVDOOR = 1 ack

nc605 GPSSTATUS Warning | 2020/09/23 12:24:47 00:13:02 | GPS fix:2D fix
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For most of the operators, this is Nagios


9/22 9/23 9/24

9/25 9/26

== hnb1 == hnb3 == hna3 == hnb2 hnaQ hnb4

hnbS hna2 hnal

Temperature

9/22 9/23 9/24

== hnb4 == hna3 == hnaZ == hnbl hnb5

i

9/22 9/23

== hnb4 == hnbl == hnal == hna3

o bkl T ”m

9/22 9/23 9/24

0%

== hnb4 == hnbl == hnal == hna3 hnb2

9/25 9/26

hnb2

hnb3 hnal hnal

Ping time

hnb3

P

hnal hnb5 hna2

Packet loss

bl

hnb3

9/25 9/26 9/27

hnal hnb5 hna2

026 A
025A
0244
023A
022A
9/22 9/23 9/24 9/25 9/26

== hnaZ? == hnb2 == hna3 == hnb4 hnal hna0 hnbs hnb3 hnb1

System Voltage

1155V

11.50V

1145V

maoy VUMW WAL YL e

1135V
9/22 9/23 9/24 9/25 9/26

== hnaQ == hnbl == hnb2Z == hnb4 hnal hnbS hna2 hnb3 hna3

PLL Phase error

\
it
9/22 9/23 9/24 9/25 9/26

== hna3 == hnb2 == hnbl == hna2 hnal hnal hnb3 hnb4 hnb5

Disk space

9/22 9/23 9/24 9/25 9/26

== hnal == hng2 == hnb2 == hnb3 hnb1 hnb4 hna3 hnal hnb5

== hna3E == hnalE ==hnaZE ==hnblE ==hnbSE == hnb4E ==hnb3E ==hnalE == hnbZE

Amplitude - N

1K
9/22 9/23 9/24 9/25 926 9/27 9/28

== hnb3 N ==hnb4 N == hnaON == hnbSN hnb2 N hna2 N hnal N hnb1 N hna3 N

Mass position
75%

50% “

25% -
0% e ——o

-25%

9/23 9/24 9/25 9/26 9/27 9/28
hnaOEPOS
hnbINPOS

9/22
hnb4ZPOS
hnb1EPOS

== hna2EPOS == hna2NPOS == hna2ZP0S == hnb4EPOS hnb4NPOS
hnalZPOS == hnalEPOS == hnalNPOS = hnalZFOS
hnNa3EPOS == hnadNPOS == hna3ZPOS == hnb2EPOS == hnbZNFOS == hnb2ZPOS

hnaONPOS
hnb1ZPOS

Signal parameters

———n 2a e i maa R i e i Nt

- U . " L R
st L1 B s 0 1
=R

-150dB
9/22 9/23 9/24 9/25 9/26 9/27 9/28

hnb5 - RSRP
hnal-STR

hnbs - STR hnb5 - RSSI
hnb2-STR  hnb2 - RSSI
== hnb4 -RSRP == hna0-STR == hnb1-STR

== hna3 -STR == hnb3-STR == hnb3-RSS| == hnb3-RSRP

hna -RSSI == hnal -RSRP == hnb1 - RSSI hnbT - RSRP

hnal-RSSI - hnal-RSRP == hnb4-STR == hnb4-RSSI

Signal parameters

0dB

0 T \W WA

-20 dB

B . aumy T T TR

T PO Ny T a1 e e

9/24 9/25 9/26 9/27 9/28
nnal - RSRQ

9/22 9/23

== hnb3 -RSRQ == hnb5-RSRQ == hna0-RSRQ == hnb1-RSRQ hnaz-RSRQ == hnb2 - RSRQ

hnb4 - RSRQ hna3 -RSRQ



Presenter
Presentation Notes
Or this...


Systems
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Time trends
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In addition, we are using various web pages for 
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Presentation Notes
The alarms are to be handeled by our officer on duty
Every alarm should cause an action by the OoD. This principle is quite helpful in defining the alarm levels and which parameters should give alarms
In some cases, the OoD may be able to handle the situation, in other cases, an issue is to be raised. I both cases, this makes sure that the problem is being taken care of and it can be acknowledged in Agios.
The alarm will be active in Nagios until the parameters that caused the alarm are back within bounds.
In some cases, e.g. alarms on a door that has been opened, the acknowledgment makes the alarm go away. In other cases, the alarm may sit there for a long time before the situation is fixed in case it is a problem with a low-priority station that it is time consuming to get to.


SoH parameters

Process status
Data delay
Host down

Mainly alarms Disk space
GPS failure
Communication link type
Login failure
Door open

Communication parameters
Voltage

Mainly logging Power comsumption
Temperature
Timing data
Signal amplitude
Auxilliary processes
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mainly alarms, either the OoD can handle it or it needs to be escalated 

mainly logging: Mostly of interest for time trends

We do not have a 24/7 OoD
It is not possible to get to the sites in less than a couple of hours – or much more


Experiences so far

 Good to have all alarms and logging through one system

Need to tweak alarm levels
Need to write scripts

Alarm policy makes it easier to decide on what and when
to alarm
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Future development

Signal quality parameters

Water ingress monitoring

Battery capacity monitoring

More use of data

— Automatic reporting

— Time trend analysis

— Predictive maintenance

need feedback from seimologists

may need extra hardware
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Presentation Notes
I would be glad to share our experiences and to learn from others how you are doing SoH monitoring
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